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Introduction:
A Knowledge Graph is a tool that can be used to computationally capture
relationships between entities in the real world. It represents a collection of
interlinked descriptions of entities – objects, events or concepts. Knowledge
graphs put data in context via linking and semantic metadata and this way
provide a framework for data integration, unification, analytics and sharing. 

Knowledge graphs can enable data-driven decisions by integrating
complex/heterogeneous data.

An Enterprise Knowledge Graph is a representation of an organization’s
knowledge, understood by both humans and machines.
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Problem Statement:
We want to create a Knowledge Graph that helps answer R&D Questions in
Drug Discovery.

Motivation:
● Answers to questions pertaining to Drug Discovery are embedded in

literature research which are text documents and hence not
analytics-ready.

● Research needs to curate thousands of papers and disparate
databases. This is currently done by SME and hence can be prone to
error or limited to SME’s knowledge.

● The current solution is effort intensive, and it takes weeks to find and do
literature review on a single entity such as a gene or disease.

● Most top pharma companies are investing significantly in knowledge
graph development.
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Key Project Objectives:
● Efficiently map information from across different research paper

documents and get information of relation between entities such as
gene, disease and protein.

● An automated pipeline that can ingest new articles for a gene and
update Knowledge Graph.

● Leverage novel Machine Learning techniques both unsupervised &
supervised learning to address this problem.

Expected Project Impact:
● Prospective of ML techniques to help provide effective / efficient /

scalable solution for complex problems

● Significant reduction in manual effort

● Expansion of inferences beyond human intervention

Methodology:
For Phase-1 of data science experimentation we focused on discovering
connections between genes and diseases.

1. Named Entity Recognition:

To Identify the relationship between a Gene and a Disease, at first we should
have the data which contains the sentences, their PMIDs and the entities
(Disease / Genes). For that purpose we have used pubtator[1] based taxonomy
which is a published API widely used for identifying biological entities in the
PubMed articles.

Fig 1: Bio-Medical Entity Recognition using PubTator

https://pubmed.ncbi.nlm.nih.gov/31114887/
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Once we get the entities, we save them to a dataframe which will then act as
an initial dataset to classify where there exists a relationship or not between
the entities.

Following are the columns extracted after running the NER model:

● PMID: PMID of the research article where the sentence belongs to
● Entity1: Genes are saved as entity1
● Entity1_id: Unique IDs for the genes extracted directly from pubtator
● Entity2: Disease are saved as entity2
● Entity2_id: Unique IDs for the diseases extracted directly from pubtator
● Sentene_entity_combination: Unique ID representing a unique

sentence with a unique set of genes and disease
● Sentence_ID

Now, we have completed our first step which was to create a dataset with
entity1 and entity2 identified.

2. Classify Relationships Across The Entities Extracted:

Here, we have the dataset which contains the information about the sentences
and the entities present inside them, but we lack the information about
whether there exists a relationship between the entities or not.

We have more than 2 million rows for the data and manually curating the
complete dataset could have taken much more time and would not be a very
efficient way. So in Order to extract the relationship, we use the weak
supervision learning based methods which leverage some rule based
approach to check whether there exists a relationship between the entities or
not.

Hence, we use Snorkel[2] for that purpose:

Snorkel takes multiple labelling functions to generate the labelled data using
weak supervision learning.

https://arxiv.org/abs/1711.10160
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Let us look at some labelling functions[3] used to generate the data:

● Labelling Function 1 (LF Association):
○ From the Subject Matter Experts Team, we got a list of bioverbs,

which if present between entity1 and entity2 must represent a
relationship between the two entities.

● Labelling Function 2 (LF Dependency Path[4]):

○ Many times, it was observed that the bioverbs were not present
between the entities, but it still represented some type of
relationship.

○ Later on we found that the bioverbs are still connected with the
entity1 and entity2 using a dependency graph.

○ Hence, we used the concepts of graph theory, built dependency
parsing graphs for the different phrases and checked whether any
entity links directly or indirectly to the bioverb or not.

Fig: Example of dependency parsing

● Labelling Function 3 (LF CoCo Score[5]):
○ Using Co Occurrence (CoCo) Score of entity1 and entity2.
○ CoCo Score checks for the probability of occurring an entity1 and

an entity2 together. A higher CoCo score represents that the
entity1 and the entity2 are highly likely to appear together in a
sentence hence, they must contain a relationship between them.

● Labelling Function 4 (LF Masked Model):
○ Using EU-ADR[8], GAD[7] and ChemProt[6] data we trained a

discriminative model on masked sentences, so that we have a
label function that can leverage knowledge from pre-trained
transformer models in a generalized way.

Once we get the predictions out of the three labelling functions, we then use a
weak supervision[9] method to generate final labels by combining all the labels.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5951191/
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3. Using roBERTa - BASE[10] model for relation classification:

By this point of step, we have generated a dataset which contains the
sentences, with the entities inside them, along with the information whether
there exists a relationship between entity1 and entity2.

Fig: Model Architecture of the relations classifier
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Since weak supervision methods might give us a lot of noise in the dataset, so
to reduce the noise and for the better generalizability of the relation classifier,
we use roBERTa - base, a BERT[11] based architecture which learns
relationships well.

Here are some of the results from the training:

From the graphs, we can interpret that there is a significant improvement in
the results as compared to what we were getting from the weak supervision
methods.

4. What is the relationship between the entities:

Now, we have trained a relationship classifier which tells us whether there
exists a relationship between entity1 and entity2 or not, but that is just part-1
of the problem. In this part, we will address how do we predict if there exists a
relationship between the entities, then what type of relationship it is?
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Broad overview of the dataset obtained:

Text Entity1 Entity2 Relationship
(0/1)

Now we want to classify what type of relationship our entities have. So we
filter out for the dataset where the relationship flag is coming out to be 1.
Then again we leverage the same weak supervision based approach using
the similar labelling functions to generate a multi-class dataset.
We proposed three snorkel labelling functions:

● Labelling Function 1 (LF Association):
○ From the SME team, we got a list of bio-verbs, which has the

bioverbs mapped to the particular category of their class.
■ For eg: increase,upregulate, boost, escalate, improve: all

these keywords were mapped to a single class
“upregulates”

■ Hence, if we state the relationship between entity1 and
entity2, we would write the triplet like this:

● Entity1 Upregulates Entity2
■ These are the triplets which we want to feed inside the

knowledge graphs, these will help us finding the drugs
○ We search for the keyword between entity1 and entity2 here.

● Labelling Function 2 (LF Dependency Path):
○ Similar to the part -1, here we search for the keywords in the

dependency path
● Labelling Function 3 (LF SRL+Isimp):

○ This labelling function has two parts:
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■ Isimp (sentence simplification for biomedical text)[12]:
● Simplifies the complex sentence into simpler

sentences using the simple grammar rules based
approach.

■ SRL (semantic role labelling)[13]:

● It is used for determining the latent predicate
argument structure of a sentence and providing
representations that can answer basic questions
about sentence meaning, including who did what to
whom, etc.

○ Using the two approaches, we determine the type of relationships
between the phrases containing the entity1 and the entity2.

Once we get the predictions from the Labelling functions, we then use a weak
supervision based approach to predict the relations between the entities.

5. Using the Machine Learning based Text classification methods:

Now we have the complete dataset which contains text, entities and their type
of relationship. Now we can simply build a NLP based text classifier to classify
the type of relationship between the entities.

Steps for the NLP text classifier:

● Features Generation:

○ Create tf-idf[15] features of the sentences
○ Extract sentences level embeddings and word level

embeddings using BioWordVec[14]

○ Extract word embeddings of the bio-verbs and the targets
○ For each label we took the average of sentence

embeddings to make a contextual representation for each
label

● Feature Engineering:

○ Take the dot product of the tf-idf[15] vectors with the target
embeddings to get the feature similarity of tf-idf

○ Perform similar steps with verb-phrase embeddings and
sentence level embeddings
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● Data Processing:
○ Split the dataset into 80:20 (train : validation) dataset

● Training:
○ Train a series of machine learning classifiers such as

CATBoost[16], XGBoost[17], LGBM[18].
○ Check their performances on the validation dataset
○ Apply grid-search[19] CV for hyper-parameter optimization

and select the best model with best parameters

Fig: Overview of the Pipeline-2

6. Creation of Knowledge Graph[20]:

We have completed our Machine learning part which was to create the
dataset, followed by predicting the relations and the type of relations between
the entities. Now we have the triplets predicted and they are ready to be
deployed to a Knowledge Graph.
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Results:

Model performances on the part-1 of the pipeline:

Fig: Performance using weak supervision Fig: Performance using roberta-base (BERT)

Model performances on the part-2 of the pipeline:
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Conclusion:
We have described how to formulate the problem of knowledge graph
identification: jointly inferring a knowledge graph from the noisy output of an
information extraction system through a combined process of determining
co-referent entities, predicting relational links, collectively classifying entity
labels, and enforcing ontological constraints.
We illustrate how we can use weak supervision learning methods to create the
dataset which actually doesn’t exist on any of the platforms. Using the dataset
to create a relation classifier and followed by building a relation type classifier,
putting the triplets and the entities altogether and creating a knowledge graph.

This Project was an internal project which was successfully converted into a
client project for Bristol Myers Squibb.
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